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Abstract. This study presents an innovative method for classifying emotional
states through speech signals, leveraging advanced signal processing and machine
learning techniques. The proposed method incorporates a multi-step approach,
including feature extraction, selection, and classification. Initially, key acoustic
features such as pitch, intensity, formants, and Mel-frequency cepstral coefficients
(MFCCs) are extracted from the speech signals. Subsequently, feature selection
techniques are applied to identify the most relevant features for distinguishing different
emotional states. The classification is performed using a combination of supervised
learning algorithms, including support vector machines (SVM), random forests, and
neural networks.

To evaluate the effectiveness of the developed method, a comprehensive dataset
comprising various emotional speech recordings was utilized. The dataset included
diverse emotional states such as happiness, sadness, anger, fear, and neutrality. The
performance of the classification models was assessed using standard metrics such as
accuracy, precision, recall.

Experimental results demonstrated that the proposed method achieved a high
accuracy rate, outperforming existing state-of-the-art techniques. The neural network
model, in particular, showed superior performance in capturing the nuances of
emotional expressions in speech. Additionally, the feature selection process
significantly enhanced the model’s efficiency by reducing computational complexity
while maintaining high classification accuracy.

In conclusion, the developed method provides a robust and effective solution for
classifying emotional states from speech signals, with potential applications in fields
such as human-computer interaction, mental health monitoring, and affective
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computing. Future work will focus on further refining the model by incorporating more
diverse datasets and exploring real-time implementation possibilities.

Keywords: emotional state classification, speech signal, feature extraction,
machine learning, neural networks, human-computer interaction, affective computing,
Al.

Introduction. The ability to accurately classify emotional states from speech
signals holds significant promise for a variety of applications, including human-
computer interaction, mental health monitoring, and affective computing. Emotions
play a crucial role in human communication, influencing both verbal and non-verbal
behaviors. Understanding and interpreting these emotional cues can enhance the
responsiveness and adaptability of systems interacting with humans.

Speech, as a primary mode of communication, carries rich emotional information
through various acoustic features such as pitch, intensity, and rhythm. These features
can be systematically analyzed to identify underlying emotional states. Traditional
methods for emotion recognition have relied heavily on manual feature extraction and
simplistic classification techniques, often resulting in limited accuracy and
generalizability [1].

This research aims to develop and evaluate a comprehensive method for
classifying emotional states from speech signals using advanced signal processing and
machine learning techniques. By integrating robust feature extraction methods with
state-of-the-art machine learning algorithms, this study seeks to improve the accuracy
and efficiency of emotion classification systems.

The proposed method involves a multi-step process, beginning with the extraction
of key acoustic features from speech signals. These features are then processed and
selected for their relevance in distinguishing different emotional states. Various
machine learning algorithms, including support vector machines (SVM), random
forests, and neural networks, are employed to classify the emotions based on the
selected features.

The effectiveness of the developed method is assessed using a diverse dataset of
emotional speech recordings, encompassing a wide range of emotional expressions.
The evaluation metrics include accuracy, precision, recall, and F1-score, providing a
comprehensive assessment of the model’s performance.

This introduction sets the stage for a detailed analysis of the proposed method,
highlighting its potential to significantly advance the field of emotion recognition from
speech. The subsequent sections will delve into the methodology, experimental results,
and implications of the findings, paving the way for future research and practical
applications.

Main part. 1. Comparison of the developed classification method with other
machine learning algorithms

For a comparative assessment of the proposed classification method based on the
use of two DCNNSs, let us consider the performance of other CAL methods that have
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proven themselves well in practice. For this, the following algorithms were
investigated in the work:

— fully connected neural network [2, p. 117];

— logistic regression [3, p. 234];

— random forest [4];

— gradient boosting [5].

For these models, a vector of informative features MFCC, melspec, delta, chroma
was used as input data. However, the values of the feature coefficients were averaged
over the number of frames in the audio sample. As a result, the vector of features of
objects becomes one-dimensional and contains 218 elements in its composition (39
coefficients of MFCC, 128 melspec, 39 delta, 12 chroma).

In the process of searching for the optimal parameters of these models, the
following configurations of the CAL algorithms were found.

The structure of a fully connected neural network consists of four fully connected
layers: an input layer with 218 neurons in accordance with the dimension of the input
vector, 2 hidden by 512 neurons in each, and an output layer with seven neurons
according to the number of classes. The output layer is a softmax classifier
Regularization layers are located between fully connected layers: in the first, every
fourth block of input data is discarded, in the second and third, every second block.
The nonlinearity ReLU (2) is used as the activation function of neurons. As an
optimization method Adam algorithm is used. The categorical cross-entropy acts as an
error function. The proportion of correct answers acc is taken as a quality metric when
training a network on a training subset.

In the process of selecting the hyperparameters of algorithms for logistic
regression, the degree of regularization was taken to be L, = 10. For the random forest
model, the number of trees is set equal to n_estimators = 300. When implementing the
gradient boosting algorithm, the number of trees was chosen equal to n_estimators =
200.

For fully connected neural network and logistic regression models, a standardized
estimate is applied to the training data:

where x — the element of vector of informative features;

ux— the average of this element over all objects in the subsample;

ox — standard deviation of a given element for all objects in the subsample.

The described models were implemented and trained in Python 3.7 using the
machine learning libraries Scikit-learn 0.23.1 [6] and Keras 2.3.1.
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Table 3.5 shows the results of comparison of the proposed classifier model, based
on DCNN, with other types of considered CAL models.

Table 1. Results of comparison of the proposed method of the classification of PES by
speech signal with other types of CAL models

Fully The The number of
. connected | Logistic | Random | Gradient | proposed :
Metric type . . samples in the
neural regression | forest boosting | model of the
e test subsample
network classifier
Z;léltl_dass 08124 0,7494 | 0,8223 | 10,8377 0,9007 906
Average for 0,8223 0,7495 0,8272 0,8388 0,9017 906
classes pre
Weighted 08224 | 07515 | 08291 | 08402 | 0,0023 906
average pre
Average for 0,8105 0,7468 | 0,8199 | 0,8370 0,8996 906
classes rec
Weighted 08124 | 07494 | 08223 | 08377 | 0,907 906
average rec
Average for 0,8106 0,7469 | 0,8207 | 0,8367 0,9001 906
classes F1
Weighted 08117 0,7492 | 0,8230 | 0,8378 0,9009 906
average F1

Figure 1. Presents the data from table 1 in the form of histograms.

As follows from the data obtained from the results of comparing the classifier
models (table 1, figure 1), the proposed method for predicting the class of the speaker's
emotional state by voice is superior to the rest of the considered CAL algorithms in all
accepted types of metrics. The use of two DCNNs in the classifier model makes it
possible to achieve 90% of accuracy on the test sample. The small scatter of parameters
by types of metrics for the proposed classifier indicates the adequate operation of the
model on seven accepted types of PES of a person. The developed classification
method outperforms such effective CAL algorithms as gradient boosting and random
forest in terms of performance [7].

The obtained results indicate a correctly chosen approach in the design and
selection of informative features. The proposed method for detecting PES from a
speech signal avoids the need to recognize said phrases in the analysis process, which
greatly simplifies the classification procedure. The model uses only acoustic data for
prediction. At the output of the model, the probabilities of the sample belonging to each
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of the seven classes are generated. On the basis of this, it is possible to build a fuzzy
logic of the operation of automatic systems for monitoring the state of a person [8].

Models of classifiers
1

0,9
0,8
]
= 0,7
2
> 06
-
o 0,5
= 04
0,3
0,2
0,1
0 Full Th d
Wiy Logistic Gradient € propose
connected . Random forest . model of the
regression boosting .
neural network classifier
W Multi-class acc 0,8124 0,7494 0,8223 0,8377 0,9007
B Average for classes pre 0,8223 0,7495 0,8272 0,8388 0,9017
Weighted average pre 0,8224 0,7515 0,8291 0,8402 0,9023
Average for classes rec 0,8105 0,7468 0,8199 0,837 0,8996
B Weighted average rec 0,8124 0,7494 0,8223 0,8377 0,9007
B Average for classes F1 0,8106 0,7469 0,8207 0,8367 0,9001
W Weighted average F1 0,8117 0,7492 0,823 0,8378 0,9009

Figure 1. Results of comparison of the proposed model of the classifier
of the emotional state by the speech signal with other algorithms of the CAL

2. Comparison of the proposed classification model with other studies in the field

To compare the proposed method of the recognition of PES by speech signal with
the research results obtained by other authors, the available sources of information in
this area were analyzed. First of all, it was found that a large number of works are
devoted to solving the problem of recognition of PES based on complex information
about acoustic and linguistic speech data. This approach requires the existence of a
special effective language model [9], which in turn significantly complicates the
classification process. Moreover, it can be expected that when using aviation English
with specific phraseology of radio communication, the existing language models will
be ineffective. In this regard, in order to compare the research results, the classification
quality metrics obtained only from the acoustic data of the speech signal were analyzed.

In addition, significant difficulties in comparing research results arise due to the
use by the authors of different databases in different languages and with a different
number of types of allocated PES [10].

In accordance with this, table 2 presents the results of the analysis performed
comparing the quality of the classification obtained in this work, and in studies with
the closest characteristics of the data used and the requirements for the results.
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Table 2. The comparative analysis of the quality of the classification of the emotional

state by the speech signal, obtained in this work and the similar studies

A source

Classification methods

Database

Quality metrics in %

B. Schulleretal

Gaussian Mix Model
(GMM), k-Means,
Support Vector Machine
(SVM), Multilayer
Perceptron (MLP)

B. Schuller et al.

Share of correct answers acc =

74,2%

Classification error

(HMM)

err =1 —acc.
C. Lese, Evaluation of the . err = 17,85% — 25,45% for
: . Private database .
S. Narayanan emotional weight men;
err = 12,04% — 24,25% for
women.
Accuracy
Wavelet analysis, linear pre = 57% — 93,3%
H. Goetal AVEIEL analysis, line Private database for men;
discriminant analysis _
pre = 68% —
93,3% for women.
M.M.H. El Gaussian mixture of F. Burkhardt at — 7R0
Ayadi et al vector autoregressive al acc =76%
model (GMVAR)
B. Schuller et al Hidden Markov Model Private database acc = 86,8%

Javier Getal MLP, decision trees O. Martin et al acc = 96,97%
) RAVDESS; acc = 90,07%,
This work DCNN SAVEE; TESS ore = 90.17%

Ne2(33)2024

Note — Compiled from sources [8-15]

The data in Table 2 shows that the method of proposed classification outperforms
most of the known models of detection the PES from a speech signal. Moreover, in
[11, 12], the share of correct answers is 96.97%, which is 6.9% higher than the results
of this study. However, it should be noted that the classification by the base [13, p. 1 -
8] in the work [14, p. 20-27] was produced only for 6 types of PES without determining
the neutral state. Also, in the work [14, p. 21], 264 samples of audio signals extracted
from video recordings were used for the study, with one utterance for each emotion.
For these reasons, it can be assumed that there is insufficient generalizing ability of
those proposed in the study [14, p. 20-27] of classification algorithms.

In turn, the developed classifier based on DCNN was trained immediately on data
from three different emotional corpuses (table 2), which significantly increases the
generalizing ability of the final model.
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Thus, based on the comparative analysis of the developed model of the speaker-
independent classifier of the emotional state of a person based on his speech signal
with other intelligent algorithms of CAL and proposed methods in the works of other
researchers, it can be argued that the use of two DCNNSs trained on the signs of mel-
frequency cepstral coefficients and mel-spectrograms, is an effective solution.
Moreover, the proposed classification method makes it possible to obtain a high quality
of automatic detection of PES only from the acoustic data of the speech signal [12, 15].

Conclusions.Modern technologies of data mining make it possible to achieve high
quality results in the tasks of automatically extracting useful information from various
kinds of features of the objects under study. The use of deep learning technologies in
the form of artificial convolutional neural networks opens up new possibilities for
analyzing data of a two-dimensional structure. In particular, informative features of a
speech signal have such a dimension when performing its short-term analysis to obtain
mel-spectrograms, mel-frequency cepstral coefficients, and differential parameters of
chalk-frequency cepstral coefficients and pitch classes.

The proposed DCNN architecture and the algorithm for its training on the selected
informative features allow one to obtain high results in the classification of the
emotional state of a person for seven classes of objects only on the basis of the acoustic
data of the studied samples. The classifier model based on DCNN of the proposed
architecture allows obtaining the best results of classification when training it on
informative features in the form of mel-frequency cepstral coefficients. In this case, the
result of the classification is considered as independent of the speaker, since data from
three different emotional corpuses are used to train the neural network [15].

To improve the parameters of classification of PES, a method is proposed that
combines the classification results from two DCNNSs trained on different types of
informative features: mel-spectrograms and mel-frequency cepstral coefficients. As a
result, the result of classification of PES is formed in the form of the average value of
the probabilities of belonging of the studied sample to each of the seven classes of PES
predicted by each neural network. With this approach to solving the problem of
classification of PES, it is possible to achieve a multiclass fraction of correct answers
equal to 0.9007 on a deferred test subsample.

During the analysis of the results obtained, it was found that the calculated
indicators of the classification quality according to the proposed method are superior
to the results for other effective CAL algorithms, such as a random forest, a fully
connected neural network, gradient boosting, etc. An analysis of sources based on
similar studies also shows that when using only acoustic information of a speech signal
to recognize seven types of PES, the proposed method surpasses the existing models
in terms of quality metrics.

78



A3aMaTTBIK aBUAIUS aKaIEMUSCHIHBIH XKaPIIBIChI Ne2(33)2024

P.K.Anastoa, K.T.Komrexos

OHEHKA 59®EKTUBHOCTHU PASPABOTAHHOI'O METOJA
KJIACCUPUKALIIMN DMOLINOHAJIBHBIX COCTOAHUMU ITO
PEYEBBIM CUT'HAJIAM

Annomayun. B oannom uccnedosanuu npeocmasien UHHOBAYUOHHBIUL MEMOO
Kaaccugpurayuu IMOYUOHALHBIX COCIMOSHUL NO PeyeBbiM CUSHAAM, UCHOAb3VIOWULL
nepeoosvle  MeEXHONO2UU  00pAbOMKU  CUSHANO8 U  MAWUHHO20 — 0OVHeHUs.
Ilpeonacaemvbiii memoo exnrouaem 6 cebst MHO20CMYNEHUAmMblU NOOX00, BKIOUAIOWULL
uszeneuenue, 6bloop u Kuaccugurayuro npuznaxos. CHauana u3 peuegvlx CUSHALO8
U3BNeKaromcs  Kauesvle aKyCmuyeckue Npu3HaKu, maxkue KaxK 6ulcoma moHd,
UHMEHCUBHOCMb, — (QOpMAHmMbL U YACMOMHO-MeENo0UdecKue  KencmpabHble
koagppuyuenmor (MFCC). 3amem npumensromcs memoost ombOOpa Npu3HaKos,
ymoovl onpederums Haubolee 3HAYUMblE NPUSHAKU ONs PA3IUYEHUS DA3TUYHBIX
IMOYUOHANLHBIX  cocmosinull.  Knaccuguxayus ocywecmensemcs ¢ NnOMOwbio
KOMOUHAYUU Al2OpUMMO8 KOHMPOIUPYEMO20 00YUeHUsl, BKIIOUAs MAUUUHBL ONOPHBIX
sexmopos (SVM), uckyccmeennoeo unmeniekma u HeupoHuvie cenmi.

Jlisa oyenxu 3ghghexmusHocmu pazpabomannoco memooa Obll UCNONb30BAH
0OUUPHBLIL HAOOP OAHHBIX, GKIIOUAIOUWUL PA3TUYHBIE 3ANUCU IMOYUOHATLHOU peyll.
Habop oannvix exnouan 8 cebsi pasiuunbvle SIMOYUOHATbHbIE COCMOSHUS, MAKUe KaK
cuacmve, neyanv, eHes, cmpax u Heumpanumem. llpouzsooumenvHocms mooenel
Kaaccugukayuu oyeHusanach ¢ NOMOwbI0 CMaHOapmubIX nokazameineu, makux Kax
MOYHOCMb.

B saxnmouenue cnedyem ommemums, UmMO  pazpabOmMaHHuli  Memoo
npeocmaeisiem cobou HadedxdcHoe u IPpghekmusHoe peuieHue 0nsa Kiaccugurayuu
IMOYUOHANLHBIX COCMOSHULL NO pedesbiM CUSHANAM, UuMeloujee NOMeHYUAIbHOoe
npuMeHeHue 8 Makux 001AcmsAX, KAK 63aumooelicmeue 4eio8eka U Komnvlomepd,
MOHUMOPUHZ NCUXUYECKO20 300p0o6bs U aggekmusHvle eviuucieHus. byoywas
paboma Oydem HanpaesieHa HA OdlbHelulee COBEePULCHCBOB8AHUE MOOelU Nymem
8KIIOYEHUs1 OoJlee pasHOOOPAa3HLIX HAOOPO8 OAHHBIX U U3VUEHUS B03MONCHOCHEN
peanuzayuu 8 peaibHOM PeMeHU.

Kntouesvie cnoea: rnaccuguxkayus >3MOYUOHATLHO20 COCHMOAHUS, Peyesoll
CUSHATL, U3BNleYeHUe NPUZHAKO8, MAWUHHOE 00yUeHUe, HeUpPOHHble Cemu, 4ell08eKo-
KOMHNbIOMEPHOE 83aumooelicmeaue, IMOYUOHAIbHOe gblyucienus, UU.

79



A3aMaTTBIK aBUAIUS aKaIEMUSCHIHBIH XKaPIIBIChI Ne2(33)2024

P.K.Anastoa, K.T.Komrexos

COWJIEY CUTHAJIJIAPBI BOMBIHIIIA SMOIIMOHAJIAbBI KYWJIEPII
JKIKTEYIIH O3IPJIEHTEH SIICTHIH TUIMALIITTH BAFAJIAY

Anoamna. byn zepmmeyoe smoyuonanovi Kyinepoi ceiliey CueHanloapbl
OotibIHWA JHcikmeyOil UHHOBAYUSIBIK 20IC YCbIHbLIEAH, 0]l CUSHAOAPOblL 6HOeY MeH
MAWUHATLIK, OKbIMYObIY 03blK MEXHOI0SUANAPbIH KOAOAHAObL. YCIHbLIZAH 20iC
beneinepoi anyovl, maoayobl dHcaHe Hcikmeyoi KAMMUMbIH KON Cambvlibl Macinoi
Kammuovl.  Anodvimen — coiney  CuCHandapulHaH  OUIKMIK,  KAPKbIHOBLILIK,
Gopmanmmap dHcane Hcuinik-aye30i Kencmpaivovl kodgppuyuenmmep (MFCC)
CUsIKmbl He2i3el aKycmuxanuvlk oOencinep anvinaodvl. Codan Keuin apmypii
IMOYUOHANIObL KYULEPOL axcblpamy YuiH ey Maubi30bl Oencinepoi aHblKmay yuli
bencinepoi mawnoay aodicmepi KoiOawwviiadvl. Xikmey OAKbLIAHAMbBIH OKbLNY
aneopummOepiniy, COHbIH [WiHOe mipeK BeKmopivlK Mauwunanapowviy (SVM),
AHCACAHObI UHMETLIEKM JHCIHE HEUPOHOBIK JiceniliepOiy, mipKeCiMi apKblivl Jcy3e2e
acwipvLIAObL.

O3ipiieneen a0icmiy MuiMOiniein 6azanay yuwliH 2MOYUOHANObL COUNEYOIH
apmypni HcazdaANapvln KAMMUmMblH Key OepeKmep HCUbIHMbIebl KOJAOAHbLIObL.
Hepexmep orcuvinmoiebl Oaxbim, Kauvl, auly, KOPKbIHbIUL JHCIHE Oelumapanmolk
CUSKMbL 2PMYPAL IMOYUOHANObL KYUAepOi Kammwvlovl. ikmey mooenvoepiniy
OHIMOINI2T 02NI0IK CUSAKMbL CIMAHOAPMMbl KopcemKiumepmer 06aeaianobl.

Tyitin co30ep: >MOyUOHANObL KYUOIH HCIKMENLYI, COULey CucHAlbl, benzinepoi
Wbl2apy, MAWUHANBIK OKbIMY, HEUPOHObIK diceninep, a0am-KOMNbIomepiK 63apa
apexemmecy, IMOYUOHANObI ecenmey, KH.
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